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It appears that little work has been done on the usage of containers for the large scale parallel execution of NetLogo models. That said, there are generalised frameworks for the running of NetLogo models such as Jansssen et al. (2008) and Janssen et al. (2014), and in addition frameworks for the analysis of data produced by the data produced from from such large scale execution, such as Jin et al. (2017).

Containers are ideally suited to the running of NetLogo models for several reasons. First, the large scale parallel execution of NetLogo models is a classic ‘embarrassingly parallel’ problem. Each NetLogo instance of execution is self-contained and requires inputs and outputs that are independent

from any other instance. Second, containers are an ideal method of providing an execution with a high degree of reliability and specificity. This leads not only to increased reliability, but also improves reproducibility of experiments. Lastly containerisation is ‘platform agnostic’ allowing the usage of two kinds of high performance computing environments, grid and utility computing (Sood et al. 2016) with the possibility of these being triggered automatically on demand from local instances of execution.

We present here such a framework for an automated containerised workflow for running and analysing NetLogo experiments based on file detection. This will use heterogeneous HPC resource including local, grid or utility and any combination thereof. The framework is based on a scheduler, itself containerised which may be deployed locally or remotely, which will allow the monitoring for specific file patterns that constitute a complete experiment. It will invoke a NetLogo container to process the set of files. The output files processed by this container, may in turn provide a trigger for further processing.
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